0.1 MeTtoauka uccjeaoBaHus

[TepBbiM 3Tanom Obla cOopka BbruucautesbHoro nakera GROMACS.[1] s kop-
PEKTHOI COOPKHM HEOOXOAMMO O3HAKOMUTHCS C MUHUMAJILHBIM TIepedyHeM OMOJMOTEK U MOJI-
AEPKMBAEMBbIX MHCTPYKIIMI BHIYMCIUTEIBHOTO TTakeTa. JJlaHHy1o nHpopMaIiuio MOXHO HAallTH
B fokymeHTaiimu GROMACS. B nanHo# paboTe BBIYUCIUTEIbHBIN MTaKeT BKIIIOYAJ CJIEYI0-
e 6udamoreku (Tao.0.1). ITo pesynbraTam uccnegoanuss HPC-cuctem moMrMMo OCHOBHBIX

3a/1a4 MPOEKTa, MOKHO OyaeT OolleHUTh 3(P(HEeKTUBHOCThH JAaHHOW COOPKH.

BuoanoTeka Onnacangne

librt.so.1 CoznepkuT (yHKIHH U1 pabOoTE! ¢ pa3IIUHEIMU TaliMepaMi U COOBITHAMIU.

libeufft.so.10 | Comepxur peamm3anuoo FFT (BeicTpoe npeodpazoBanue @ypre) s CUDA.

libgomp.so.1 Copnepxur peanmzanuoo OpenMP.

libmpi.so0.40 Copepxut peannsanuio nporokona MPI qig ucnonszosanug B OpenMP.

libstdc++.s0.6 | Collep:KUT pealn3alllio CTaHAapTHOI OnbnnoTekn C++

l[ibm.so.6 ConepKHT MaTeMaTHUeCKHe (DYHKIIHA

libgee s.s0.1 CoepkHT peanH3alHio cTaHAAPTHBIX QyHKIHI nogaepxkn GCC

libpthread.so.0 Copepxur peamsanno MHEoromotoysocTn POSIX.

libc.so.6 CopnepkHT pealnH3annio cTaHAapTHoi oudmnorexn C.

C OIEPKHUT pealn3aliio runtime environment, HCIIONb 3YETCA B pealn3aninn

libopen-rte.s0.40 | .o6menmit MeK Iy IPOIeccaMu

Copnepxut Habop BCIoMOraTe/IbHEIX (yHKIHII (ufil), KoTopele MOT'YT OBITE

libutil. so.1 :
HCIIOJIB30BaHbl pa3IHIHEIMH IporpaMMaMH B Linux

Taoauna 0.1: bubimorexu 11 cOopku BeraucauTebHOro nmakera GROMACS

Onnoii u3 BaxkHbIX ocodeHHocTeir GROMACS sBiseTcs moaiepkka mapasuiesibHOro
BbIUMCJICHUS 3a7a4 B cTanaaprax OpenMP u MPL.

MPI - nporpammasiii uatepdeiic (API) nns odmena mupopmanveit Mexay napai-
JenbHO padoTtaommmMu nporieccamu. MPI ucnionb3yeTcst Ha cucTemax pacnpe/ie/eHHOM ma-
MSATBIO,IJIe KaK bl TTapajuieSbHbIN mporiecc padoTaeT B CBOeM COOCTBEHHOM MPOCTPAHCTBE
MaMSTH B OTPHIBE OT JIPYTHUX.

OpenMP - 3T0 cTaHIapT NpPOrpaMMUPOBAHKS MapaJUIEIbHBIX BHIYMCIIEHUI HA CUCTE-
Max c oOIiel MaMsThio, TMO3BOJISIONINI aBTOMATUYECKU TOJEIUTh 3a/1a4y Ha HECKOJIbKO
WCTIOJTHUTEIbHBIX IIOTOKOB, KOTOPHhIE OYAyT padoTaTh MapajuiebHO, U YIIPABJSATH €0 BHIMOJ-
HEHHEM.

Bmecte, MPI u OpenMP oGecrieunBaloT BO3MOXHOCTH JIJISI TIApaJIJICIBHOTO BBIMOJ-

HCHUA 3a1a4 pa3HH‘{H0ﬁ CJIO)KHOCTH Ha MHOT'OIIPOICCCOPHBIX U MHOTOAACPHBIX CUCTCMaAX.
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[Tpumenenne MPI u OpenMP 1103BO/IsIET 3HAYUTEIBLHO YCKOPUTHh BBIYMCJIEHUS U ClIeJIaTh
00paboTKy AaHHBIX OoJiee 3PPEeK TUBHOM.[2]

BTopbIM 3Tarom sBiIsieTCs KOMIUAIAMs 6eHumapka. st Komnuisiiuyd OeHIMapKa B
pamkax BeruncautesnpHoro nakera GROMACS neoOxoaumo Tpu aitna. daiin tononoruu
CUCTEMBI (.tOp) - COAEPAKUT UH(POPMALIMIO O TUIIAX ATOMOB, CBA3X, CUJIOBBIX IOJISIX U ONKCa-
HUE MOjie/H, (pailin napaMmeTpoB MojieiupoBaHus (.mdp), KOTOPBIA COAEPKUT UH(POPMALTUIO
0 BBIOOpE METOIOB M AJITOPUTMOB, MTapaMeTpax CUMYJISIIMN U BHIBOJIC PE3YJIbTATOB, a TaKKe
(paiin (.gro), KOTOpPHIA 3a4a€T CTAPTOBYI0 KOH(UTYPAIUIO CUCTEMBI U COAEPKUT UH(POpMa-
1110 0 KoopanHaTax atoMoB ApoAl B pactBope. [1ociie moaAroToBkM JaHHbIX (ailyios, daiin
pacuer (.tpr) KOMIIMJIMPOBAJICA CJIEAYIOIIEH KOMaH IO0M:
gmx_mpi grompp -f run.mdp -c apoalgro -p apoaltop -o run.tpr -maxwarn 1
I'me ximoun -f, -c, -p, -0 yKa3blBaIOT Ha (pailiibl, OnMcaHHble Boile. Kmoy -maxwarn 1
3a4a€T YMCJI0 MAKCUMAJIbHO JOITYCTUMBIX MTPENYPEK ICHUA, TpU reHepanui .tpr-paitina. Ecim
KOJINYECTBO MpEeayNpexIeHU MpeBbllIaeT 3aJaHHOE YUCIO, TO reHepauus ¢aiina Oyaert
NpepBaHa,JJaHHbI KJTI0Y 00eCleYUT KOPPEKTHYI0 KOMMWISIIIMIO UCIIOMHUTENLHOTO aiia.
(Paittbl 1151 KOMITUJISAIAY ObLIM B3STH ¢ https://gitlab.com/nidkond/apoal-bench)

TpeTbrM 3TanoMm SIBJISIETCS KOPPEKTHBIN 1O100p MapaMeTpoB 3aIycKa, JJIs 3TOrO Uc-
TMOJIb30BAJICS 3aITyCK B MMAKETHOM pexume. Mcnonb30BaHNe MAaKETHOTO PEKMMA BBITTOTHEHU S
3a7a4 SABJISETCS OQHUM U3 OCHOBHBIX IIPEUMYIIECTB KJIACTEPHBIX CUCTEM, IIOCKOJIBKY ITO3BO-
JISI€T ONITUMU3UPOBATH IOTPEOJIEHNE PECYPCOB CYNIEPKOMITbIOTEpA U CAENATh mpoiiecc pado-
Tl OoJiee 3pPpekTuBHBIM. CKpUNT-Dai COAEPKUT KOMAH/IBI ISl 3arpy3KU HEOOXOIUMBIX
MOJYJIei, HACTPOMKY NMEPEMEHHBIX CPEJIbI, 3AIMYCKa MPOTPAMMBbI C ONIPEIeIEHHBIMU MapaMeT-
pamu U T.1. OH Takke COOEPKATh 3alPOCHl HA BBIICJICHUE PECYPCOB, TAKMX KaK KOJMYECTBO
BBIUMCJIMTENIbHBIX S7Iep, 00BbEM ONEepaTUBHON MaMATH, BpeMs BHITIOJHEHUA U T.1. [Tome3HsM
JOTIOJIHEHWEM K CKPHINTY SIBJISIETCS BO3MOXHOCTh COXPaHEHMS BBIBOJA M OIMIMOOK B (haii-
JIbl HAa JUCK, YTO T03BOJIsSIeT Oosiee 3(P(PEeKTUBHO OTCIIeKUBATH M OTJIAKUBATH BHIMIOIHSIEMbIC
3agaun. OOmMiA CUHTAaKCUC CKpunTa umeeT cienyiomuii Buf (Puc.0.1)

3nmech #!/bin/bash coobiaet onepalMoOHHON CUCTEMe, UTO JTaHHBIA CKPUIIT SIBJISI-
eTCsI CKpUNTOM 151 KoMaHgHOU 060mouku Bash. Ctpoku, HaunHatomumecs ¢ #SBATCH, co-
aepxxat qupeKkTuBbl 118 naketa SLURM, koTopblil ynpasiisieT 3agayaMu Ha Kjaactepe. OHM
3aJ1al0T IMapaMeTphl, TaKhe Kak BpeMs BBIIOJHEHUs, TpeOyemble pecypchl (cores, memory,
W JIp.), Ha3BaHue 3agaud, Jor daiiiel, u ap. Janee ugetr 670K, HAUMHAIIIUANICSA CO CTPOKU
module load, B KOTOPOM IPOU3BOAUTCS 3arpy3ka HEOOXOAMMBIX MOIYJei. 3aTeM MOX-

HO NIEPCUYNUCIUTD OJIOK HaCTpOfIKH MNEPCMCHHBIX WJIM KOHCTAHT IJIA BBIIIOJTHCHHUA 3aJa49X Ha


https://gitlab.com/nidkond/apoa1-bench

#! /bin/bash
#SBATCH <sbatch option>= <value>

#SBATCH <sbatch option>= <value>
module load <module name>

export <environment wvariable>=<value>

<user commands>

Puc. 0.1: O6umii cuHTakcuc cKkpunt aiiia

KJIacTepe MPH MOMOIIM KOMaH bl export. HakoHer, 610K <moip30BaTeNbCKUE KOMAHIb>
COJIEP’KUT KOMaH/Ibl, KOTOpPbIe JOIKHBI ObITh BHITIOJIHEHBI B paMKax 3aJadyd Ha Kjactepe. B

paMKax TaHHOTO HampaBjieHUs MIa0JoH cKpunT paityia umen caenytomui Bug (Puc.0.2):

#SBATCH —--job-name=gromacs <ID> # HaspaHMe =Banaum

#SBATCH -error= gromacs <ID>-%j.err # ®ain Ooms BHBOOa ommMbok
#SBATCH —--output= gromacs <ID>-%j.log # ®aitn mis BHBOOA PEe3ylbTaToOB
#SBATCH ——time={01:00:00} # MakcHUMaJbHOE BpPEeMSA BHIIOJIHEHUA
#SBATCH —--ntasks=<sHauyeHMe> # KommuecTBo MPI mpolLecCcoOB
#SBATCH —-—-nodes=<sHadyeHHe> # TpebyeMmoe KOJI-BO Y3JIOB
#SBATCH —-—-gpus=<s3SHaueHuUe> # Tpebyemoe koJ-BO GPU
#

#SBATCH —--cores-per-socket=<3HaueHue> TpebyeMmoe KOJI-BO COres Ha COKeT
#SBATCH --cpus-per-task=<sHaueHme> # Tpebyemoe koJ-Bo CPU

#SBATCH --ntasks-per-node=1 # TpeByemoe KON-BO MNPOLECCOB Ha y3el
#SBATCH ——constraint=<3HaueHue> # IpenonouTHTEJILHEIA TUI Y3JIOB

export OMP NUM THREADS=$SLURM CPUS PER TASK #Kon-Bo norokoB OpenMP Ha task

module purge
module load GROMACS/2022.2 # Barpyska MOIOyJsA

srun -np <> --mpi=pmix v3 gmx mpi mdrun -ntomp <Y> -V -s run.tpﬂ -pin on
# BHINONHEeHMEe pacué&ra

Puc. 0.2: [IIa6non ckpunT haiina, UCIOIB3yeMOro MPH 3aITyCcKax

C nomoipio JaHHOW KOH(UTYpallii MOXHO MOJIy4YUTh HEOOXOAMMBIE pecypchl U odec-
MIEYUTh ONITUMAJIbHBIE YCIIOBUSI 3aITyCKa Ha CYTIEPKOMITbIOTepe OeHumMapka ApoA 1,peann30BaHHOT
B paMKax BbruncinresibHoro nakera GROMACS.

Crenyomum marom ssisercs onpenesienue kKomnoneHT HPC-cucrem u onpenenienue
HaOOpa MHCTPYMEHTOB 7151 cOOpa laHHbIX. []J151 onpeaesieHns1 KOMIIOHEHT CyNepKoIbloTepa 1

ux KoHdurypanuu Ha 6aze LINUX, MOXHO UCTIOIb30BaTh CJIeAYIOIIe KOMaH bl scontrol
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show node — komanga Linux, kotopast otoOpaxkaeT MHGOPMAIIUIO O BCEX Y3J1aX BbIYMC-
JIMTEJILHOTO KJIACTEPa, MOAKJIIOYEHHBIX K CUCTEME YIIpaBJieHUs kiactepom Slurm.Bonee ne-
TaJbHY10 MH(MOPMALIMIO O IIEHTPAJILHBIX MPOILIECCOPOB MOKHO MOJTYUYUTh C TTIOMOIIbI0 KOMaH-
abl: cat /proc/cpuinfo.N3 pe3yabTaToB JaHHBIX KOMaH/ ObLIH ClIeJaHbl BBIBOJbI O KOH(U-
rypauuu Kax/JI0ro y3Ja, KOTOpble UCIOIb30BAJIMCH JJ1s1 ONPE/ICJICHUS TapaMeTPOB 3aIlyCKa.
Jlu1st cOopa JaHHBIX 00 UCTIOIB30BAHUU PECYPCOB CUCTEMBI M aHAJIM3a MPOU3BOIUTEIHBHOCTH
VCTIOJIb30BAJIMCH CJIEYIOIINE METO/IbIL:

1.Bctpoennsie B GROMACS npodpuiipoBIvky. 13 HUX MOXKHO MOJTyYUTh JETATbHYIO
MH(POPMAIIUIO O BbIJIEJICHHbIX KOMIIOHEHTaX CyNepKOMIIbIOTEPa AJ1s1 3amycka OeHumapKa, Ko-
JIMYECTBO omnepanuii ¢ rasatorieit Toukoit (FLOP) mis Bcex BUI0B B3auMo/Ielic TBUIA,0011Iee
konmaectBo FLOP 6enumapka. MH(popmaIiuio o uCroib30BaHUN BHIUMCTUTEIBHBIX PECYPCOB
JUIS1 Pa3JIMYHBIX YacTed MPOrpaMMHOI0 0OecrieueHusl.

2.Nuctpyment npodunnpoBanusa mia Linux-Perf.[3] C nmomolplo JaHHOrO WHCTPY-
MEHTa MOXHO MOy YUThb OoJiee AeTalIbHYI0 MH(OPMAILIUIO O pe3yJibTaTax 3anycka OeHumapka,
TaKhe KaK KOJMYECTBE IIMKJIOB IPOIleCCOpa B XOJi€ BBIIOJHEHUs 3a/1au, KOJIMYECTBE WH-
CTPYKILIHUIA, CpEeIHEN YaCcTOTE MpOoLeccopa, KIMI-IpoMaxax 1 Ipyrux napamerpo. OHa MOXKET
OBITh UCIIOJIb30BAHA JJIsI IOUCKA "Y3KHUX''MECT U ONTUMM3ALIUY TTPOU3BOAUTEIILHOCTH.

3.11 AMHAMUYECKOTO aHaJIM3a M KOHTPOJIS 3aIlyCKa UCNIOb30BAJIACh MHTEPAKTUBHAS
yrwinara Linux htop u ytunrra koMmangHo# ctpoku scontrol show <JOBID>

4 HPC TaskMaster - BcTpoeHHasi cucteMa MOHUTOpYHIra 3(p(PEKTUBHOCTHU 3a]a4 CY-
nepkommbiorepa "cHARISMa". C nomonipio He€ MOXKHO ONpenesmTh 3arpykeHHocTs CPU,
3arpy:xeHHocTh GPU, 06beM ucnosb3yeMoit mamsatH, suepronorpedienne GPU.

5.benumapk STREAM - 310 pedpepeHCHBIN TECT, KOTOPBIA UCTIONIL3YETCS JJIs1 OLIEHKHU
MUKOBOW MPOMYCKHON CIIOCOOHOCTH MaMSITH. [4]

duHATBHBIM IIATOM B UCCJIEJOBAHUU BbICOKOIIPOU3BOAUTENbHBIX CUCTEM SIBJISIETCS
MOJIyYEHUE PE3YJIbTATOB 3ayCKA HA KOMIIOHEHTAX BBIYMCIIMTEJbHBIX CUCTEM.[JIs1 OlleHKn
MPOU3BOAUTENILHOCTA HEOOXOAUMO MPOBECTH CEPUM 3aMYCKOB 3TaNOHHOM 3anaun Ha CPU
coBMmecTHO ¢ GPU ¢ ncnonp3oBannem cpencts napauieanima MPI u OpenMP.

B nepBbIx cepusix 3amycka HeoOXOJUMO Moj00paTh onTuMalbHOoe KommyecTBo MPI
nporeccoB 1 OpenMP NOTOKOB IpyU BBINIOJIHEHUM 3a1a4d. Jlanee onpenesimTh KOJIM4eCTBO
sanep CPU u komuuectBo GPU, npu kotopom nocturaercss Haubosbinas 3p@eKTUBHOCTb.
[Tocnie nonyyeHus: MOAOOPAHHBIX MMAPAMETPOB BHIYUCIUTD MPOU3BOAUTEIHLHOCTh U 3 eK-
TUBHOCTbh KOMIIOHEHT CyIE€PKOMITbIOTEPOB.

I[anee PacCMOTPETh TIOJTYUYCHHBIC HTAHHBIC HOPMHPYA Ha CTOMMOCTH HCIIOJIb3YCMbIX



KOMITOHEHT, SHEPronoTpedeHre v MMKOBYI0 MPOU3BOIUTEIbHOCTD. [IpoBecTr aHaM3 nosy-
YEHHBIX JaHHBIX.OnpeIeuTh BO3MOKHBIE TPUUMHBI IPUBOAAILME K CHUKEHUIO 3(P(PEeK TUBHO-
CTH UCINIOJIb30BAHU S BBIYMCIIMTENIbHBIX MOIIHOCTEN. COCTaBUTh pEUTHHT 3(P(PEKTUBHOCTH ap-
XUTEKTYP CYNEPKOMIBIOTEPOB U UX KOMITIOHEHT 10 3((HEKTUBHOCTHU,IPOU3BOAUTEILHOCTH,

3HCpFOHOTp€6HeHI/IIO N CTOMMOCTH B PCUICHUU 3ada4.
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